
Potential Energy Curves for Cation-π Interactions: Off-Axis Configurations Are Also
Attractive

Michael S. Marshall, Ryan P. Steele,† Kanchana S. Thanthiriwatte, and C. David Sherrill*
Center for Computational Molecular Science and Technology, School of Chemistry and Biochemistry,
Georgia Institute of Technology, Atlanta, Georgia 30332-0400

ReceiVed: June 29, 2009; ReVised Manuscript ReceiVed: October 12, 2009

Accurate potential energy surfaces for benzene ·M complexes (M ) Li+, Na+, K+, and NH4
+) are obtained

using coupled-cluster theory through perturbative triple excitations, CCSD(T). Our computations show that
off-axis cation-π interactions, where the cation is not directly above the aromatic ring, can be favorable and
may influence molecular recognition. Even perpendicular, side-on interactions retain 18-32% of their π-face
interaction energy in the gas phase, making their bond strengths comparable to hydrogen bonds in the gas
phase. Solvent effects have been explored for each complex using the polarizable continuum model.

I. Introduction
Cation-π interactions are one of the fundamental forces of

molecular recognition,1 and they have been implicated in a
number of biochemical processes, including the binding of
acetylcholine by various acetylcholine receptors, ion selectivity
in K+ channels, and steroid biosynthesis.2-4 Meadows et al.
estimate that 8% of protein residues are potentially involved in
cation-π interactions.5 The large number of cation-π interac-
tions present in proteins argues for a more complete understand-
ing of the nature of these interactions. Cation-π interactions
have been the focus of a vast array of recent research
efforts.1,3,5-31

The attraction between a cation and an aromatic ring can be
quite strong. Although nonpolar, benzene can compete with a
water molecule for binding a cation in the gas phase. For
example, the interaction energy of benzene ·K+ is -18 kcal
mol-1, compared to -19 kcal mol-1 for K+ (H2O).32 The
experimental interaction energies of benzene ·Na+ and
benzene ·Li+ are stronger still, at -22.13 ( 1.39 and -38.50
( 3.23 kcal mol-1, respectively.23

Understanding the nature of the cation-π interaction in model
systems has been a topic of much recent interest. Earlier studies
explained the strength of the cation-π interaction as arising
primarily from the electrostatic attraction between an ion and
the large quadrupole moment featured by many aromatic rings.3

However, it is now clear that the induction term is at least as
important as the electrostatic term.13,14,33

Very high level quantum mechanical computations on the
prototype benzene ·Na+ complex have been reported by Feller,25

who estimated interaction energies using coupled-cluster theory
with perturbative triple excitations [CCSD(T)] and complete
basis set (CBS) extrapolations. Feller’s theoretical interaction
energy (∆H0 ) -24.4 ( 0.3 kcal mol-1) falls between two
experimental results (-21.1 and -27.6 kcal mol-1)34 which
differ by 6.5 kcal mol-1. An additional high-level theoretical
study by Feller et al.35 for the complexes of alkali earth cations
with benzene indicates that lower level computations can yield
298 K binding energies which are 3-4 kcal mol-1 too low.

Woolf and co-workers have found36 that the CHARMM force
field does not always reliably model the interaction of indoles
with point charges when compared to the more reliable density
functional theory (DFT).

The effect of substituents on cation-π interactions has been
examined in several recent theoretical and experimental
papers.28,37-39 Electrostatic interactions appear to be sufficient
to explain computed trends in substituent effects,28,37,38 although
Amunugama and Rodgers also point out the role of the
polarizability of the aromatic.37,38 The interaction of benzene
with ions MX+ has also been examined,40 where M is an alkaline
earth dication and X is a counterion (e.g., H-, CH3

-).
Despite the large number of recent studies on cation-π

interactions, previous work focuses only on cations interacting
directly with the face of the aromatic ring. This is rather
surprising considering that many off-angle cation-π interactions
have been found in proteins.19,24,26,29 Because the geometry of
cation-π interactions may be constrained when these interac-
tions occur in larger chemical or biochemical systems, it is
important to know how the attractions behave as a function of
distance and orientation. While these interactions will certainly
be attenuated in larger systems due to polarization of the
environment, the gas-phase potential energy curves represent
the first step in understanding the nature of the fundamental
cation-π interaction. Moreover, they may serve as benchmarks
in the development of the next generation of polarizable force
fields which may accurately model noncovalent interactions in
biochemical systems. In this work, we present high-level
quantum mechanical computations of potential energy curves
for cation-π interactions by considering complexes of the
cations Li+, K+, Na+, and NH4

+ with benzene, and we include
configurations in which the cation is not directly above the
aromatic ring. Contrary to expectations based on electrostatic
interactions alone, we find that off-axis approaches can be
favorablesalthough not nearly as favorable as binding to the
top of the ringssuggesting that off-axis cation-π interactions
should also be considered when analyzing biochemical systems.

II. Theoretical Approach

Potential energy surfaces (PES) were computed using the
CCSD(T) method41 with the Pople 6-311++G(2d,2p) basis
set.42-44 All interaction energies were corrected for basis set
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superposition error (BSSE) using the scheme outlined by Boys
and Bernardi.45 All single-point energies had the following
orbitals frozen for each atom: C[1s], Na[1s], K[1s,2s,2p], N[1s],
and Li[none]. The curves were computed with rigid monomers
employing the benzene geometry recommended by Gauss and
Stanton: rCC ) 1.3915 Å and rCH ) 1.0800 Å.46 The NH4

+

geometry, rNH ) 1.0235 Å and θHNH ) 109.467°, was acquired
from a full CCSD(T)/aug-cc-pVTZ optimization. The NH4

+ is
oriented such that only one hydrogen points to the center of
the ring. Very small changes in the interaction energy are found
for different orientations. Displacements for the PES are
calculated from the center of mass of the benzene to the center
of mass of the cation. Rigid PES scans were performed on a
dense grid of points for R ∈ [2.0 Å, 7.0 Å ], θ ∈ [0°, 90°], and
φ ) 0 or 30° (see Figure 1). All computations were carried out
with the MOLPRO 2006 program.47 Because we are tracing
potential curves and because monomer geometries were frozen,
the geometries considered do not represent stationary points on
the potential surface. Hence, zero point corrections were not
applied.

III. Results and Discussion

Cation-π Interactions. Potential energy surfaces for various
metal cations and ammonium interacting with aromatic benzene
are shown in Figure 2. Interaction energies for the minimum of
each curve are given in Table 1. In each case, the most favorable
geometry is one where the cation is directly above the ring (θ
) φ ) 0°). For this configuration, the equilibrium CCSD(T)/
6-311++G(2d,2p) interaction energies are -35.8, -22.2,
-16.5, and -16.4 kcal mol-1 for Li+, Na+, K+, and NH4

+,
respectively. Our results for the cation above the ring (θ ) 0°)
are in good agreement with the previous experimental work of
Amicangelo and Armentrout,23 who report interaction energies
of -38.5, -22.1, and -17.5 kcal mol-1 for Li+, Na+, and K+,
respectively, even though our results are purely electronic
binding energies, neglecting enthalpy corrections. Our results
are slightly less bound than the very high quality CCSD(T)
complete-basis-set estimates of Feller et al.,35 who obtain
electronic interaction energies of -38.0, -25.4, and -20.6 kcal
mol-1 for Li+, Na+, and K+. We attribute the differences
primarily to remaining deficiencies in the basis set and to the
lack of geometry relaxation in our results (full geometry
relaxation is somewhat more important for these cation-π
interactions than for neutral noncovalent interactions, and it can
be as large as ∼1.5 kcal mol-1 for benzene ·Li+).

As the cation is moved from above the aromatic face (θ )
0°) to the side-on geometry (θ ) 90°), we see that up to 30%
of its interaction energy is retained, meaning the side-on
interactions are still significantly stabilized (-11.33, -5.13,
-2.96, and -3.38 kcal mol-1 for Li+, Na+, K+, and NH4

+,
respectively, at the optimum values of R). The side-on geom-

etries are saddle points, rather than local minima, on the gas-
phase potential energy surface. Nevertheless, side-on or near-
side-on geometries can occur in complex environments such
as proteins due to backbone or other steric constraints. Although
the gas-phase interaction energies would be reduced in solution,
their large magnitude indicates that even side-on interactions
may be important in molecular recognition.

For all configurations where the cation is not directly above
the benzene, there was a clear preference for φ ) 30° (where
the cation is positioned between two H atoms) over φ ) 0°

Figure 1. Geometries for cation-π systems.

Figure 2. Potential energy curves for given (θ, φ) values for
benzene ·M+ (M ) Li, Na, K, NH4) at the CCSD(T)/6-311++G(2d,2p)
level of theory: (a) benzene ·Li+; (b) benzene ·Na+; (c) benzene ·K+;
(d) benzene ·NH4

+.
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(where the cation is aligned in a vertical plane with an H atom;
see Figure 1). Our results indicate that the size of the cation
plays a substantial role in its interaction energy. As size of the
cation increases, the interaction energy decreases. This is
primarily due to the significant role of induction. The small
cations can approach closer to the ring and therefore can induce
a much larger polarization response from the benzene. Sup-
porting Information Figure 1 compares the potential energy
curves for the side-on configurations (θ ) 90°, φ ) 30°) for
the various cations considered. The curves for Na+, K+, and
NH4

+ are similar, but Li+ is significantly more bound because
of its smaller size.

Decomposition of Na+-π Interaction Energy. To better
understand how the cation-π interaction changes from in-plane
(θ ) 90°, φ ) 30°) to above the π-face (θ ) 0°, φ ) 0°), we
utilize density functional based symmetry adapted perturbation
theory (DFT-SAPT)48 to examine benzene ·Na+ as a representa-
tive example. DFT-SAPT is a recent extension of SAPT49,50

theory where the interacting monomers are expressed in terms
of Kohn-Sham DFT. DFT-SAPT has been shown to accurately
reproduce coupled-cluster interaction energies.51 To achieve such
accuracy, one must asymptotically correct the exchange-
correlation functional.52-54 In this work we employ the gradient-
regulated asymptotic correction of Grüning et al.55 The shift
parameters used for benzene and Na+ are 0.0713 and 0.2783
hartree, respectively. These values are calculated from the
difference between the HOMO energy and the exact ionization
potential of each monomer. The exact ionization potentials are
taken from Cohen and Taylor56 for Na+ (47.2864 eV) and Lias57

for benzene (9.2459 eV). All DFT-SAPT calculations were
carried out with the MOLPRO 2006 program47 using the PBE0
density functional58 and the 6-311++G(2d,2p)42-44 basis set.

Within the DFT-SAPT framework, the interaction energy is
decomposed into the following contributions: electrostatics,

induction, exchange, and dispersion. The total interaction energy
can be defined as follows:

The superscripts refer to the order of the correction. As done in
our previous studies and by others,6,59 we collect energy
components as follows:

which results in an total interaction energy of

Using the methods and decomposition scheme outlined above,
the energetic contributions for the above-face and in-plane
configurations are computed for benzene ·Na+ (Supporting
Information Figure 2). For the cation above the π-face, the
interaction is equally stabilized by electrostatics (47%) and
induction (49%), with dispersion only contributing 4% of the
stabilizing interaction. Both CCSD(T) and DFT-SAPT predict
that the in-plane configuration are bound. With the exception
of the small contribution of dispersion, the in-plane configuration
is entirely bound by induction. The electrostatic term for the
in-plane configuration is repulsive because the closest contacts
are between the cation and two hydrogens of benzene, which
have partial positive charges. Most likely this is the reason
earlier studies disregarded these configurations. To validate the
reliability of DFT-SAPT for cation-π interactions, we compare
DFT-SAPT to the published SAPT data of Soteras et al.13 for
the case of Na+ above benzene (see Supporting Information
Figure 3). Note also how well the interaction energy predicted
by DFT-SAPT (-4.9 kcal mol-1) compares to CCSD(T) (-5.1
kcal mol-1).

Solvent Effects. Solvent effects on the strength of the
cation-π interactions were examined with polarized continuum
model (PCM)60-63 using the B3LYP64 density functional and
the 6-311++G(2d,2p) basis set. All solvent calculations were
performed using the GAMESS program.65 The CCSD(T)
interaction energies were corrected by adding the solvent free
energy of interaction (∆Gsolv

int ) using eqs 5 and 6.

where

Three configurations were considered for each cation-benzene
complex [θ, φ ) (0,0), (60,30), and (90,30)] and R taken from
equilibrium distance computed using the CCSD(T)/6-
311++G(2d,2p) level of theory. Interaction energies were
computed for water (ε ) 78.39) and chloroform (ε ) 4.9).
Chloroform was chosen because it has a dielectric constant

TABLE 1: CCSD(T)/6-311++G(2d,2p) Counterpoise
Corrected Interaction Energies (Eint, kcal mol-1) and
Equilibrium Distances (R, Å)

cation θ φ Eint R

Li+ 0 0 -35.8 1.9
30 0 -27.3 2.5
60 0 -15.3 3.4
90 0 -5.0 4.3
30 30 -27.4 2.4
60 30 -19.2 3.1
90 30 -11.3 3.5

Na+ 0 0 -22.2 2.4
30 0 -17.6 2.9
60 0 -8.6 3.9
90 0 -2.6 4.7
30 30 -17.7 2.9
60 30 -10.8 3.6
90 30 -5.1 4.1

K+ 0 0 -16.5 2.9
30 0 -12.1 3.4
60 0 -5.2 4.4
90 0 -1.5 5.2
30 30 -12.1 3.4
60 30 -6.6 4.1
90 30 -3.0 4.5

NH4
+ 0 0 -16.4 3.1

30 0 -13.0 3.6
60 0 -6.3 4.5
90 0 -1.7 5.3
30 30 -13.1 3.6
60 30 -7.9 4.2
90 30 -3.4 4.6

Einteraction
DFT-SAPT ) Eelst

(1) + Eexch
(1) + Eind

(2) + Eexch-ind
(2) + Edisp

(2) +

Eexch-disp
(2) (1)

Eind ) Eind
(2) + Eexch-ind

(2) (2)

Edisp ) Edisp
(2) + Eexch-disp

(2) (3)

Etotal ) Eexch
(1) + Eelst

(1) + Edisp + Eind (4)

Etotal
solv-int ) ECCSD(T)

int + ∆Gsolv
int (5)

∆Gsolv
int ) ∆Gsolv

AB - ∆Gsolv
A - ∆Gsolv

B (6)
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closer to what one would find in the interior of a protein.66

Solvated interaction energies are shown in Table 2. While the
cation-π interactions are indeed attenuated by solvent, they
can still be favorable, even for some of the off-axis configurations.

Comparison to Lower Levels of Theory. Considering that
lower levels of theory have been popular for studies of cation-π
interactions,12,16,31 it is useful to evaluate the reliability of more
approximate methods for these systems. Møller-Plesset per-
turbation theory (MP2; see Supporting Information Figure 4)
and Hartree-Fock self-consistent-field (SCF; see Supporting
Information Figure 5) are compared to CCSD(T). Out of the
geometries considered above, this analysis included all points
where both levels of theory predicted binding. MP2 interaction
energies are comparable to CCSD(T) with a root-mean-square
deviation (rmsd) of only 0.43 kcal mol-1 (maximum deviation
of 2.58 kcal mol-1). SCF, on the other hand, has a rmsd )
1.25 kcal mol-1 (maximum deviation of 6.52 kcal mol-1). SCF
does not include dynamical electron correlation; therefore, it
fails to describe dispersion interactions. While not as dominant
as the electrostatic and induction contributions, the dispersion
term is expected to account for 2, 6, and 16% of the attractive
interactions for Li+-, Na+-, and K+-benzene complexes
(where the cation is directly above the π-face), respectively.13

If MP2 or CCSD(T) are not computationally affordable, the
inclusion of an empirical dispersion term should be considered
for methods such as SCF or DFT. Density-fitted MP2 (DF-MP2)
has also been shown to be a very good substitute for MP2 for
cation-π interactions.18

IV. Conclusions

To our knowledge, this work is the first to present potential
energy surfaces for cation-π interactions where the cation is
not necessarily above the center of the aromatic ring. Our
computations at the CCSD(T)/6-311++G(2d,2p) level of theory
show that even in-plane cation-π interactions can be favorable,
with gas-phase interaction energies of -3 to -11 kcal mol-1

for the systems considered here. These off-axis interactions are
not as strong as those directly above the ring face but are still
near the strength of hydrogen bonds in the gas phase. Thus, we
believe that the concept of a cation-π interaction should be
broadened to include configurations where the cation may not
be directly above the aromatic ring (and may even be in the
same plane). PCM computations of solvent effects indicate that
solvents reduce the strength of the cation-π interactions, but
the off-axis configurations can still be attractive.

Because of the large induction contributions present in
cation-π systems, many pairwise potentials currently used for

large-scale simulations are not able to properly describe this
type of bonding. It is our hope that the potential curves presented
here may be used as valuable data for the calibration of next
generation polarizable force fields.
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